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A B S T R A C T   

Although the potentialities of artificial intelligence (AI) are motivating its fast integration in organizations, our 
knowledge on how to capture organizational value out of these investments is still scarce. Relying on an 
approach to dynamic capabilities that focuses on the team level, we examine how humans and AI create in-
teractions that engage both agents in productive dialogue for value co-creation. Our analysis is based on a 
longitudinal case of the development of a recruitment algorithm at a national subsidiary of Santander bank. Our 
results allow to identify three main sets of human-AI teaming interactions: achieving interoperability, building 
trust, and producing mutual knowledge gains. We elaborate a set of propositions on how the value of AI is 
increased when such interactions are created through productive dialogue, opening the scope for further research 
on the teaming dynamics that turn the collaboration between both agents into a source of value creation for 
companie   

1. Introduction 

The growing availability of artificial intelligence (AI) is stimulating 
its rapid drive for integration into organizations (Kinkel et al., 2022). AI 
is fundamentally related to autonomous decision-making (Berente et al., 
2021), and it has therefore attracted companies’ interest because of its 
potential to extend their scope to domains that have been exclusively 
human (Dwivedi et al., 2021), revolutionizing how business creates 
value for organizations (Mikalef & Gupta, 2021). Thus, the imple-
mentation of these technologies is gaining momentum (Ångström et al., 
2023), and senior executives seem to agree on the criticality of AI as a 
game changer in the current business scenarios (Ångström et al., 2023; 
van de Wetering et al., 2022). However, organizations are still struggling 
with the issue of how to capture value from AI (Berg et al., 2023), with 
only 20 percent of companies declaring an impactful exploitation of AI 
applications (Akter et al., 2021) and studies showing that investments in 
this technology may even negatively impact market value (Lui et al., 
2022). In this context, scholars are shifting the focus from the benefits of 
AI from a technological perspective toward a more holistic approach to 
how to leverage AI and what its real sources of value are (Enholm et al., 
2022). 

From a theoretical perspective, scholars have relied on the dynamic- 

capabilities (DCs) framework to explain how firms can transform their 
resources to persistently maintain value creation (Ambrosini & 
Bowman, 2009; Teece, 2014). DCs have traditionally been studied both 
at the macro-level of organizational routines (Felin & Powell, 2016; 
Fainshmidt et al, 2016; Bingham et al., 2015) and micro-level of exec-
utive decisions (Day & Schoemaker, 2016; Kor & Mesko, 2013). How-
ever, scholars have proposed an emergent, meso-level of DC 
development that considers team learning as the source of their dyna-
mism and acts as a link between the macro and micro ones (Harvey 
et al., 2022; Salvato & Vassolo, 2018). DCs are enabled at this meso-level 
when teams establish high-quality interactions through productive 
dialogue (Tsoukas, 2009). Thus, teammates are motivated to change 
how they work and produce joint learning that is translated into adap-
tive organizational routines (Enholm et al., 2022; Harvey et al., 2020). 

In the present paper we contend that this meso-level of analysis be-
comes particularly consequential when examining how to capture value 
out of the integration of AI in organizations. In this scenario, AI is an 
agent in full who should collaborate closely with humans to improve 
performance through the augmentation of their capabilities (Raisch & 
Krakowski, 2021). Considering AI’s peculiarities regarding volatility, 
opaqueness, or elusiveness of human control (Hassija et al., 2023; 
Mikalef & Gupta, 2021) we face unique inquiries in terms of how to team 
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up with the technology to leverage its value (Ångström et al., 2023). 
While the scholar literature is examining how to develop DCs through 
human-AI teaming both from a micro perspective (Weber et al, 2022; 
Brau et al, 2023) and also at a macro level (Mikalef & Gupta, 2021), to 
the best of our knowledge there are no studies of human-AI teaming 
which place the focus on the meso-level of DCs. Following the call for 
research on the mechanisms that reveal the interplay that underlies 
human-AI teaming (Ångström et al., 2023; O’Neill et al., 2022), we 
contend that this meso-level is key to explain how companies can 
leverage the value of AI, and rely on the literature on productive dia-
logue as a source of value creation (Keeling et al., 2021; Tjosvold et al., 
2014; Tsoukas, 2009) to discuss how to achieve quality teaming in-
teractions between humans and AI. Given these considerations, the 
following research question is posed: How should human-AI teams develop 
through productive dialogue to create value for an organization? Based on 
the productive dialogue literature, we explore how humans and AI 
create interactions that engage both agents at the team-based, meso-level 
of DC development in gaining leverage on the technology. Specifically, 
we identify three categories of interactions, aiming at (i) negotiating the 
terms of interoperability among the agents, (ii) nurturing trust to enrich 
the outcomes of the teaming relationship and (iii) creating mutual 
learning along the way. 

In attempting to deal with these issues, we rely on a longitudinal case 
study on how a human-AI team develops over a period of four years. 
Given the relevance of the evolving nature of these capabilities, we draw 
on a process ontology (Tsoukas & Chia, 2002) to develop our case study, 
which emphasizes the temporal evolution of phenomena (Sharma & 
Bansal, 2020). We focus on a particular type of AI application, a 
machine-learning (ML), supervised-classification algorithm for 
screening candidates in a large bank’s recruitment processes. The hiring 
function offers a particularly rich context for delving into human-AI 
teaming (Chowdhury, Dey, et al., 2023) because experiences thus far 
manifest how AI may destroy value through unintended consequences, 
thus demanding intensive interactions with humans for monitoring and 
correction purposes (Soleimani et al., 2022; Teodorescu et al., 2021). In 
addition, only a small proportion of companies report being able to 
integrate these applications into their processes (Laurano, 2022), mainly 
due to a lack of knowledge of what it represents for the human-resource 
(HR) department in terms of assumed risks and work to be done (Hocken 
& King, 2023). We could systematically monitor the implementation of 
AI in a talent-acquisition department from its inception, focusing on the 
quality of the interaction within the human-AI team that enabled a 
valuable integration of the technology into the organization. 

This study extends our current knowledge on the organizational 
integration of AI-based applications in several ways. First, we contribute 
to the development of the meso-level approach to DCs integrating AI as a 
unique, new team member, therefore adding to the scarce literature in 
this field (Harvey et al., 2022; Salvato & Vassolo, 2018). Our findings 
illustrate how, while engaged in cycles of interactions, the team facili-
tated the dynamic sensing-seizing-reconfiguring pathway characteristic 
of DCs (Chirumalla, 2021; Krakowski et al., 2023). Second, our research 
points to the relevance of productive dialogue between humans and AI 
to allow for the creation of organizational value (Keeling et al, 2021; 
Tjosvold et al, 2014). Thus, our study shows that it is not only the 
quantity but also the quality of interactions between humans and AI that 
captures value out of the technology. We contribute to the human-AI 
teaming literature by elaborating a set of propositions on how the 
value of AI is increased when such interactions are developed through 
productive dialogue. This way, our study suggests novel extensions on 
the teaming strategies that engage both agents in value creation. 

Finally, our study contributes to the practical approach to human-AI 
teaming at the meso-level of analysis by providing managerial insights 
into how to design team interactions that facilitate the integration of AI, 
augmenting the capacity of humans and leveraging the value that the 
technology can create for the organization. 

2. Theoretical background 

2.1. Dcs 

Recent studies propose that, when properly integrated into an or-
ganization’s socio-technical system, AI creates value for the firm by 
enacting DCs (Drydakis, 2022; Mikalef & Gupta, 2021; Schoemaker 
et al., 2018). By contrast with ordinary capabilities, DCs are defined as 
“the firm’s ability to integrate, build, and reconfigure internal and 
external competences to address rapidly changing environments.” 
(Teece, 2007, p.316). Importantly, DCs cannot be acquired but can only 
be developed internally (Easterby-Smith et al., 2009), and they do not 
directly impact organizational performance but through a change of 
already-existing, ordinary enterprise capabilities (Chatterji & Patro, 
2014). In addition, DCs are path-dependent, going through iterative 
cycles of sensing-seizing-reconfiguration through which opportunities 
are grasped and developed, thus leading to organizational learning and 
resource transformation (Easterby-Smith et al., 2009; Helfat & Peteraf, 
2009). Therefore, the passage of time is critical for these capabilities to 
reach their maturity stage and become embedded in organizational 
processes, learnings, and routines (Pan et al., 2022). 

Along the lines of the previous arguments, among the premises 
derived from the DC framework is that value creation does not depend 
on a company’s investment of resources but on how such resources are 
combined and deployed to create organizational learning and dynamic 
adaptation (Lockett, 2005). Until recently, DC scholars have examined 
this phenomenon at two distinct levels. On the one hand, there is ample 
literature concentrated on the macro-level of operational routines and 
decision-making systems, given their relevance in providing reliability 
to companies (Teece, 2007, 2014). For example, Helfat and Peteraf 
(2003) examined the high-level origins of organizational capabilities 
and the specific sources of heterogeneity that support competitive 
advantage. Also from a macro perspective, DCs have been approached 
from the view point of organizational learning (Denford, 2013; Kaur, 
2019) or of their role in adapting to disruptions at the company and 
market levels (Karimi & Walter, 2015). Researchers have also adopted a 
distinct approach to DCs focusing on the micro-level of managerial 
(Adner & Helfat, 2003) or top executive decisions (Day & Schoemaker, 
2016). By contrast to the macro-level, this approach opens the scope for 
change as decisions are flexible and subject to change; however, it limits 
the view of the DC-creation process to individual decisions and therefore 
conceals our understanding of how routines are created (Helfat & 
Peteraf, 2015; Salvato, 2021). 

Although both approaches to DC have led to relevant insights, 
neither explains how individual decisions may be aggregated in a 
manner that reconfigures resources and transforms routines at the 
organizational level. To address this issue, further conceptual de-
velopments propose a meso-level in which interpersonal connections 
among employees act as connectors between the micro- and macro- 
levels (Salvato & Vassolo, 2018). In this approach, companies leverage 
the joint effect of the adaptation to change triggered by top-level de-
cisions and the stability created by organizational routines when em-
ployees are interconnected through teamwork, engaged to envision 
opportunities for improvement and willing to act, thus constituting the 
source of the dynamization of organizational capabilities (Peteraf et al., 
2013). 

This meso-level perspective emphasizes productive dialogue as a 
critical aspect of the teaming-development process: “We see productive 
dialogue as the means through which individual employees’ proposals 
for change become aggregated into a firm-level dynamic capability” 
(Salvato & Vassolo, 2018, p. 1730). Productive dialogue assumes that 
agents recognize the “otherness” of their mates, act candidly, engage in 
mutual interaction, and stimulate action out of collective learnings 
(Berkovich, 2014; Tsoukas, 2009). As a result of productive dialogue, 
employees genuinely engage in improving current routines by devising 
new reconfigurations of resources and prompting action, their joint 
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efforts resulting in changes in how a unit operates (Salvato & Vassolo, 
2018) and creating value (Keeling et al., 2021). Therefore, the sensing- 
seizing of opportunities and final reconfiguration of resources that 
characterize DCs and create business value (Teece, 2014) emerge from 
these inner teaming flows that evolve in collective learning cycles over 
time (Harvey et al., 2022). Such a myriad of interactions brings about 
process and resource reconfigurations that are unique and difficult to 
imitate, thus reinforcing competitive advantage (Molloy & Barney, 
2015). 

This complex system of interactions through productive dialogue 
that characterizes the meso-level reveals as particularly relevant when 
exploring the integration of AI in organizations. The research literature 
has growingly recognized that, to realize its benefits, AI cannot work in 
isolation but only woven into human’s daily practices, which demands a 
close collaboration on the part of both agents (Moser et al, 2022; 
Johnson & Vera, 2019). Additionally, the teaming between humans and 
AI poses specific challenges involving the adaptation to the specificities 
of this new sociotechnological scenario (Musick et al, 2021; Ängstrom et 
al, 2023). Scholars have approached these aspects of human-AI teaming 
in different ways as well. At the macro level, Mikalef et al (2021) 
identify the routines that companies should develop to best support B2B 
via AI, and others follow similar approaches at a more general level of 
application of AI (e.g., Kemp, 2023). More recently, Akter et al. (2023) 
develop a framework for the application of AI to service innovation 
focusing on the most relevant organizational capabilities that turn AI 
into a competitive advantage in the area. Conversely, working at the 
micro level, Weber et al (2023) interview a group of experts in the field 
of AI with distinct background and degrees of experience regarding their 
perspectives on the design of processes for developing organizational 
capabilities that allow for an effective implementation of the technol-
ogy. Similarly, Brau et al. (2023) analyze the effectiveness of different 
executive profiles to examine how their AI-based decisions determine 
the performance of digitized retail supply chains. A recent survey 
(Ångström et al., 2023) also collects the opinions of a wide sample of 
executives with AI expertise on the challenges they face when inte-
grating this technology and the decisions that delineate a successful, 
value-creating implementation. Finally, scanty studies deal partially 
with human-AI teaming at the meso-level of analysis, e.g., examining the 
patterns of interdependency that connect the different actors involved in 
AI performance (Jacobides et al., 2021) or exploring specific aspects of 
human-AI collaboration such as the effects of interactions being volun-
tary or hierarchically imposed (Bezrukova et al., 2023). 

Our study focuses on how human-AI teaming develops at this meso- 
level perspective of DC creation. We argue that quality interactions 
based on productive dialogue motivate effective teaming development. 
Through productive dialogue, teammates prepare to change how they 
perform their work and based on such interactions, organizations enact 
DCs. We contend that researching at this meso-level requires to first 
examine the unique features that AI may provide to organizations and 
then review the current body of knowledge on how such distinct but 
complementary agents engage in human-AI teaming for value creation. 

2.2. AI as a potential source of organizational value 

Although scholars agree that there is not a single, univocal definition 
of AI, most concur on referencing it to human intelligence. Therefore, AI 
has recently been defined as “the ability of a system to identify, inter-
pret, make inferences and learn from data to achieve predetermined 
organizational and societal goals” (Mikalef & Gupta, 2021, p. 3). 
Operating in this way, AI speed and information-processing capacities 
have proven to outperform those of humans in different scenarios, such 
as in the management of routine and codifiable work (O’Neill et al., 
2022), prediction tasks (Choudhury et al, 2020), and situations that 
demand the fitting of models to large sets of alternatives (Weber et al., 
2023). Yet, the most distinct feature of AI is its ability to “learn from 
such data, and to use those learnings to achieve specific goals and tasks 

through flexible adaptation” (Kaplan & Haenlein, 2019a, p. 17). It is this 
capacity of AI to optimize itself through learning that shows the greatest 
potential to dynamically transform organizations’ operating architec-
ture and redefine how they capture and share value (Ångström et al., 
2023). 

While these benefits are already apparent for companies, it is also 
accepted that the performance of AI applications to realize value is 
limited by several factors (Ångström et al., 2023; Revilla et al., 2023). 
One key factor concerns the quantity and quality of the data used for 
training it (Kaplan & Haenlein, 2019; Sarker, 2021; Vial et al., 2021). 
Although data collection is rapidly growing in organizational contexts, 
available databases may not be appropriate for AI’s learning process 
(Berente et al., 2021), and there are also data-privacy and related legal 
issues that may limit its use (Van Den Broek et al., 2022). Furthermore, 
unlike humans, AI lacks the ability to interpret contextual cues and 
anticipate the consequences of its decisions (Krakowski et al., 2023; 
Lindebaum & Ashraf, 2023), and this introduces relevant margins of 
error when facing ill-structured problems under conditions of 
complexity, ambiguity, and scarce information (Madni & Madni, 2018). 
AI may also produce senseless outcomes in problems involving social 
issues because it lacks the ability for moral deliberation (Hasija & Esper, 
2022; Moser et al., 2022). Finally, a severe limitation of AI is its lack of 
transparency and explainability regarding how data are integrated and 
the knowledge that is gained by processing them (Chowdhury et al., 
2023). This “black boxing” prevents humans from understanding its 
intentions, reasoning, and performance (Hasija & Esper, 2022; Vössing 
et al., 2022), and it consequently creates mistrust and reluctancy to 
collaborate with the technology (Dorton & Harper, 2022). 

These unique characteristics of AI demand an intense, high-quality 
collaboration with humans to identify and correct flaws to make the 
most of its potentialities (Balasubramanian et al., 2022; Weber et al., 
2023). However, scholars have claimed that, when this teaming is 
effective, AI can in turn augment human capabilities and improve de-
cision making through a mutual learning process (Weiss & Spiel, 2022). 

2.3. Human-AI teaming, sources of dynamism, and value creation 

The application of a meso-level approach to the creation of DCs in the 
context of AI calls for the above type of human-AI teaming, which in-
volves the interaction of “at least one human and one autonomous agent 
where the autonomous agent has a significant role and is treated as a full 
teammate instead of a simple tool” (Schelble et al., 2022). Such a defi-
nition recognizes that human-AI teaming means not simply adding a 
new resource but also undergoing an internal redesign of the human 
team operations in light of the new capacity (Mikalef & Gupta, 2021; 
Saenz et al., 2020), and accumulating evidence shows that the consid-
eration of AI as one more group member significantly impacts the team’s 
performance (Hauptman et al., 2023). 

Scholars have mostly tried to understand the terms of the interaction 
between humans and AI relying on the extensively studied field of 
human teams (Endsley et al., 2022; Johnson & Vera, 2019). These an-
alyses reveal three main factors that have proven fully applicable to the 
type of quality interaction that the meso-level model of DCs discusses 
when it proposes productive dialogue as a core mechanism for enacting 
the dynamism of organizational capabilities (Salvato & Vassolo, 2018). 
The first one is the recognition of interdependency between the team-
mates (Kozlowski, 2015) to determine the workflow structure and terms 
of the exchanges (Kozlowski & Ilgen, 2006). To engage in productive 
dialogue, AI should integrate in a team’s activities while simultaneously 
demonstrating a level of agency in its outcomes that convinces humans 
of the unique value that this technology can provide beyond a tradi-
tional information and telecommunications (IT) application (Musick 
et al., 2021; O’Neill et al., 2022). From this starting point, humans and 
AI should share a profound understanding of each other’s capacities and 
complementarities (Hauptman et al., 2023) and for this purpose, the 
issues of explainability and transparency are critical for humans to 
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intervene in a timely manner (Endsley, 2023; Endsley et al., 2022). 
Humans should be able to understand why a system makes specific de-
cisions, which represents a challenge because AI procedures and out-
comes are typically opaque (Ångström et al., 2023; Kellogg et al., 2020) 
and AI can change its capacities in unpredictable, non-obvious ways 
(Endsley, 2023). A recent review of empirical research on human-AI 
teaming (O’Neill et al., 2022) revealed that interdependence and 
training in each other’s awareness were positive for the team (Johnson 
et al., 2021; Li et al., 2022; Xiong et al., 2023), and that low levels of 
reliability in AI could be balanced by increasing transparency (Chowd-
hury, Joel-Edgar, et al., 2023; Vössing et al., 2022). 

Another exportable aspect of human teams for achieving the pro-
ductive dialogue that creates efficient teaming with AI is trust, regarded 
as an important antecedent of mutual understanding and team cohesion 
(Feitosa et al., 2020). Trust, defined as “the attitude that an agent will 
help achieve an individual’s goals in a situation characterized by un-
certainty and vulnerability” (Dorton & Harper, 2022; Lee & See, 2004), 
is fundamental for humans to become willing to accept AI as an equal 
partner (McNeese et al., 2021). Trust has also proven to be key to 
reinforcing interactions and extracting value from them (Hoff & Bashir, 
2015). However, trust is not a binary phenomenon but rather operates as 
a continuum where there is a continuous calibration over interactions 
between the agents (Yang et al., 2023), and how this works for AI is yet 
to be fully explored (Dorton & Harper, 2022a). For example, trust grows 
with increased connection among humans; in human-AI teaming, 
however, it may decline if interactions reveal flaws or malfunctions of 
the technology (Glikson & Woolley, 2020); it may also rise if humans are 
seen to identify and correct the failure to utilize an opportunity to learn 
more about the boundary conditions of the technology (Dorton & 
Harper, 2022). 

Finally, in the course of this continuous interdependency-based 
interaction reinforced by trust, learning emerges as a third decisive 
attribute at the meso-level (Harvey et al., 2020). As a result of gaining 
collective experience in decision-making and problem-solving through 
productive dialogue, team members engage in a process of mutual 
learning, in which two agents adapt their behavior and/or mental states 
during continuous interaction (Peeters et al., 2020), and they in turn 
reinforce the acknowledgement of their respective agencies in the 
decision-making processes (Weiss & Spiel, 2022). In the context of 
human–human interaction, mutual learning is a natural phenomenon 
because teammates recognize the need to co-adapt and become pre-
dictable and explainable to facilitate collaboration (Harvey et al., 2022). 
In the case of human-AI interactions, it should be noted that learning 
extends well beyond the training of the algorithm, and that every 
interaction is an opportunity to extract knowledge about how to best 
perform the task at hand by learning from each other’s mental models 
and consequences of their chosen course of action (van Zoelen et al., 
2021). 

Research design 
Case-selection strategy 

We adopted an interpretive case-study approach, which focuses on 
revealing how a theory applies to a particular context (Eisenhardt & 
Graebner, 2007). Our setting for the case study is the Talent Acquisition 
(TA) department of Santander bank in Spain, which provides recruit-
ment and selection services to source a national region of 20,000 em-
ployees. We followed several criteria for selecting this case. First, it is 
“particularly suitable for illuminating and extending relationships and 
logic among constructs” (Eisenhardt & Graebner, 2007, p.27). The case 
is theoretically representative of the organizational context of a large 
company that plans for the implementation of an AI-based application; 
therefore, it faces the challenges and opportunities of developing 
human-AI teaming to create value for the organization. Additionally, the 
AI application is an algorithm that supports hiring processes, for which 
the collaboration between humans and developers has been regarded as 

critical (Soleimani et al., 2022; Teodorescu et al., 2021). Furthermore, 
the accessibility to multiple data sources allowed a synergistic collection 
of evidence to warrant the validity of our findings (Eisenhardt, 1989). 
From project inception, we could systematically and regularly observe 
the interactions leading to human-AI teaming. We combined these ob-
servations with interviews and archival data, mainly internal commu-
nications and project presentations in public fora. This strengthened the 
grounding of the theory, which is an important point because the 
theoretical development in the field is limited (Musick et al., 2021). The 
longitudinal data allowed us to follow a process-based approach, which 
is considered important for our objectives given the consideration of DCs 
as evolving change-management phenomena and the need to focus on 
the “know-how knowledge” of their development (Langley et al., 2013). 

2.4. Case setting 

In 2016, motivated by the fast-growing introduction of big data and 
analytics in business organizations, the TA manager of Santander Spain 
bank started to explore the application of these technologies in hiring 
processes within the bank’s national market. As a result of the de-
partment’s long experience in the practice, they were clear that the final 
“hire” decision should be in the hands of a human. However, a whole set 
of opportunities emerged as some tasks could greatly benefit from the 
use of AI. First of all, the volume of applications for junior positions was 
very high due to the prestigious-employer branding of Santander bank 
and its widespread commercial network. When the project started, the 
department received an average of 4,000 applications per sales vacancy; 
under time pressure to fill the positions, they could review and reach out 
to only approximately 900, thus rendering a significant amount of po-
tential talent unexplored. Another relevant opportunity for the TA team 
came up from the fact that candidates’ profiles were highly heteroge-
neous, given the applicants’ lack of experience. This made the CV- 
screening process time-consuming; for every candidate considered 
valid for a telephone interview, they had to go through more than 30 
applications. Finally, the screening was conducted on a “first-come-first- 
served” basis, which might have left out talented late applicants. Due to 
its unrelenting information-processing capability, the algorithm could 
process the information on the candidates and update the ranking 
regardless of the exact time the application came in; the TA team would 
thus obtain the best matches at the top of the list in real-time throughout 
the entire selection process, which constituted a huge opportunity to 
improve the efficiency of the department’s operations. 

After exploring the market, a decision was made to start collabora-
tion with IIC, a research-and-development (R&D) institute specializing 
in big data. The objective was to develop an algorithm to support the 
screening of the massive selection processes in the bank, focusing on the 
sales force, who constituted the bulk of the positions in the more than 
12,000 branches in the country. From the different types of AI-based 
learning models, a decision was made to choose an ML supervised- 
learning application, mostly used by companies because its mode of 
operation is relatively understandable and the final objective of the 
process is more controllable by humans (Balasubramanian et al., 2022; 
Kaplan & Haenlein, 2019). In the most extended uses of supervised ML, 
humans feed the algorithm with a set of predetermined categories and a 
large set of data, and the machine learns to estimate the correspondence 
of cases to one of the categories. The development of these algorithms 
comprises a training stage in which the AI builds the learning model, and 
a further testing phase involving the AI making decisions autonomously 
with a human monitoring the quality of the outcomes (Campesato, 
2020). 

2.5. Data collection 

The data collection included the entire process of AI-teaming 
development over a period of four years. The most differential aspect 
of the case study was the monitoring of the development and 
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implementation of the algorithm from its inception by the first author, 
who met with the TA manager by-monthly for a systematic follow-up. 
This allowed us to meet one of the prior conditions in case study 
research, which is “the development of testable, relevant and valid 
theory requires intimate connection with the real world” (Verleye, 
2019). Our monitoring focused on the meso-level of analysis of DC 
development, that is, the set of collective interactions based on pro-
ductive dialogue that might eventually translate into transformation of 
the department’s routines. 

The project team was composed of five persons: two on the side of the 
developers (a project manager, psychologist with postgraduate training 
in AI-based applications, and a data scientist with experience in machine 
learning), and two domain experts (selection technicians with a long 
experience in hiring processes) and the TA manager on the side on the 
bank. Our monitoring of the case permitted us to gain insights on the 
interactions maintained over the teaming-development process, as the 
algorithm was trained and then integrated into the bank’s systems. We 
complemented the systematic monitoring and informal interactions 
with the team with four semi-structured interviews (one per year) with 
the manager to check his perception of the evolution of the project and 
discuss the decisions made by the team throughout the process. We also 
performed six semi-structured individual interviews, one with each of 
the developers and domain experts and two with the TA as the project 
was considered finalized to assess their perceptions in retrospect. We 
relied on the principles of responsive interviews (Rubin & Rubin, 2012; 
Yin, 2018) to produce the interview guides. At least two of the three 
authors were present in the final interviews, which were led by the first 
author to guarantee a consistent and rigorous coverage of the interview 
guides and make sure that the priority was placed on meso-level in-
teractions vs. individual team members’ communication processes with 
the AI. 

The project’s regular monitoring and interviews were complemented 
with a review of thirty-two relevant documents, mainly email forms, 
memoranda, notifications and correspondence with candidates, tem-
plates, progress reports, and presentations to external audiences about 
the project. We also gained access to the Applicant Tracking System 
(ATS) platform, through which we could observe how the algorithm had 
been integrated as well as the evolution of its interface according to the 

users’ feedback. Finally, attendance at conference presentations 
constituted a relevant source of observations of team members in a 
scenario in which they formally reflected upon the dynamics of the 
project and summarized what they jointly considered to be the key 
takeaways from the project in terms of interactions, performance, and 
mutual learning. 

2.6. Data analysis 

We followed a theory-elaboration model of analysis (Verleye, 2019) 
because we rely on theoretical insights of the meso-level DC framework 
to identify the teaming mechanisms that create value but challenge them 
by including AI as a unique member of the team. The data analysis was 
conducted in three main stages using thematic analysis (Miles et al., 
2013), with several rounds of triangulation and checking with key in-
formants. During the first stage, following the prescriptions of process 
studies (Langley et al., 2013), the first author contrasted the monitoring 
observations with the interview notes, collected company records, and 
depicted the process model based on a chronological tabulation of the 
data (Fig. 1). 

In the second stage, the three researchers examined the contents, 
categorized the quotes and ideas, identified common patterns, and 
produced a first-order coding that was then discussed and integrated 
into themes. The authors’ different academic backgrounds (HR, opera-
tions, and technology) allowed us to adopt a strategy of multiple tri-
angulations of data, investigator, and theory (Patton, 2015). This 
reinforced construct validity, which is an important aspect due to the 
current limited theoretical development in this field (Yin, 2018). 
Multidisciplinary triangulation was also performed, which contributed 
to a better understanding of how to interpret the key findings in the case 
(Verleye, 2019). The first-order coding expressed the rendering of the 
team’s perceptions of the interactions as the project progressed and the 
actions they adopted to adapt their operations as the need arose. We 
then compared and contrasted these views with our own observations 
and extracted second-order themes that represented forms of creating 
value through productive dialogue. Table 1 presents the results of the 
coding process derived from the analysis. 

During the last stage, relying on the meso-level DC tenets, we 

Fig. 1. Process of human-AI teaming development at Santander bank.  
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performed a theoretically grounded classification of the categories of 
interactions deployed by the team according to their respective objec-
tives as they facilitated the sensing, seizing, and reconfiguring of re-
sources throughout the project. The results of this analysis are presented 

in Table 2. 

Table 1 
Coding of empirical data.  

First-order quotes (examples) Second-order themes 

“It was clear from the beginning where the role of the human was critical, especially in validating ambiguous data and checking the 
reliability and relevance of the algorithm’s performance” (developer) 

Realization of complementarities 

“ There are not plug-in solutions as we expected” (TA manager) 
“For us this is not a matter of ’having an algorithm’ but of fine-tuning the processes for which data management is critical” (TA manager) 
“Beyond the algorithm, AI showed us parallel ways of automating sub-processes with other technologies (e.g., chatbots)” (TA manager) 
“Mathematical models sometimes render flawed results, and only a human expert can validate the model and make sense of it” (developer) Management of data requirements 
“There are critical moments in which humans and technology have to interact to clarify cases. Without this it is not possible to train the 

system” (developer) 
“Machine learning requires time and lots of data for working better. If anything changes along the way, it does not work” (developer) 
“Developing a full-functional AI application demands volumes of high-quality data about the candidates that we cannot easily get” (TA 

team). 
“A key condition from the beginning was that the algorithm had to be fully integrated with our processes and as transparent as possible. In 

other areas of the bank similar applications have not worked because they are not integrated” (TA manager) 
Anticipation of organizational 
constraints 

“We proposed to do more experimental things but Santander did not want to interfere their processes” (developer) 
“The objective of the algorithm cannot move, while priorities in Santander changed several times over the development process” (developer) 
“The requirements of integration and automation minimized the person-machine interaction, and as a result we miss both learning and 

potential performance. For example, we could not introduce tests for checking confirmation biases as it would demand extra time from the 
staff” (developer) 

“The project team had to be extended to the legal and IT areas in order for the user to understand the global picture” (developer) 
“In this bank selection is handicraft production. The human is the ultimate decision-maker and will always be” (TA team) Dispositional trust 
“I don’t want to miss real good talent for leaving decision capabilities to a machine – we are talking about people here” (TA team) 
“We are always challenging the performance of the algorithm, and we do not want to lose our critical spirit about the technology” (TA 

manager) 
“In spite of what the machine says, the team always has the last word” (TA manager) 
“Candidates hide information, may lie as well – how that can be managed by a technology?” (TA team) 
“The effort required to develop the AI application made us unsure about the trade-off in terms of benefits” (TA manager) Maximizing perceived value 
“The uplift curve that showed an efficiency gain of 50 % was determinant for our go-decision” (TA team) 
“We send them weekly reports so that they can check regularly how the algorithm performs” (developer) 
“Trust development has been a long process, because when we realize its value is only for massive processes” (TA manager) 
“The algorithm is like the intern that saves you the tedious tasks” (TA team) 
“We needed something automatic, that prevented errors and was as transparent as possible for the team” (TA manager) Boosting transparency 
“Currently users do not have visibility over how the algorithm works. The EU is currently regulating this increase in transparency for AI” 

(developer) 
“At the beginning we got a number that could not understand, which undermined our trust in the predictive capability of the algorithm” (TA 

team) 
“We needed to make some domain experts proficient in how to run these projects. Otherwise we would be losing capacity for the future ” (TA 

manager) 
Role specialization 

“As I see the team, diversity of knowledge about AI is good to push us to challenge our role vs. AI’s in every project we face ” (TA team)  

First-order quotes (examples) Second-order themes 

“We needed to make some domain experts proficient in how to run these projects. Otherwise we would be losing capacity for the future ” (TA 
manager) 

Role specialization 

“As I see the team, diversity of knowledge about AI is good to push us to challenge our role vs. AI’s in every project we face ” (TA team) 
“Now I see we had been trying to respond the wrong answer. It is not a matter of getting an algorithm that anticipates ’the best new hires’. The 

real value of this teaming is turning the AI into a partner that continuously enriches our information about the candidates, a technology that 
helps us augment our decision capabilities in any stage of the selection process… and use data to challenge − or reinforce- our intuitions.” 
(TA manager) 

Data-driven culture 

“We realized that we were very far from what was needed in terms of data quantity and quality to develop an AI-based application” (TA 
manager) 

“We are much more data-driven now, and aware of what data quality means” (TA manager + TA team) 
“As we learned to codify data we realized unconscious biases in the process that turned our processes much improved” (TA team) 
“We had put numbers to our intuitions; the transition from hunches to certainties has been a huge learning for the team” (TA manager) 
“AI changes our perception of the process, provides insights and pushes us to re-think our daily work” (TA team) Socialization of knowledge 

explicitation “A key takeaway is that resources are not direct costs but team effort for the training phase, no matter the AI-based technology you use” (TA 
manager) 

“As we learned to codify data ew realized unconscious biases in the process that turned our processes much improved” (TA team) 
“An important lesson was to gain awareness of how much algorithms are tailor-made and to what extent investments pay off” (TA team) 
“Now we understand what the role of the AI and the human are for the type of work that we do” (TA team) 
“The interaction with data scientists and the experience of joint development has got the team ready for new AI project developments” (TA 

manager) 
“Now we invest a lot of effort in explaining what AI development means, the investments it requires on the part of the team. This still looks like 

magic and both mistrust and overconfidence are bad” (developer) 
“The legacy of this algorithm is that the team is now excited to explore and test other tools that may be coming up in the market” (TA manager) 
“The project has helped us differentiate the value from the noise in the market of AI for our function. Technology becomes obsolete soon – the 

capacities are what matter” (TA manager) 
“Facing new selection challenges, we are now ready to assess upcoming applications as they appear in the market. We are no longer dazzled by 

the technology. Now we know what we want, and what the trade-off is in terms of investment and benefits.; we have developed criteria for 
assessing the validity of AI in our practice and reorganized to get ready to integrate the emerging technologies in our daily owrk” (TA 
manager)  
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3. Findings 

Following the recommendations for reporting case-study evidence 
(Eisenhardt & Graebner, 2007), in this section, we summarize the 
identified teaming interactions and engagement in forms of productive 
dialogue by humans and AI with implications for the meso-level of DC 
creation during the development of the project. 

3.1. Setting the grounds for interoperability 

The first set of interactions that the agents faced in their human-AI 
teaming endeavor was related to the definition of the operational 
terms (roles, responsibilities, and coordination mechanisms) for effec-
tive collaboration. Both domain experts and AI developers agreed during 
the interviews that the realization of their partners’ complementarities 
became key to articulating the collaboration. Our monitoring of the 
process reinforced the relevance of this form of interaction. Thus, 
regarding objectives for the collaboration, the team initially agreed on 
the creation of an ML, binary classification algorithm to predict the 
matching of incoming candidates to a “star new hire” profile. As initially 
visualized by the TA manager, the team members recognized from the 
outset the value of one another’s contribution and the need to engage in 
collective interactions in producing a successful outcome. Developers 
would focus on optimizing AI’s data-processing and matching capabil-
ities to rank applications as they arrived, thus augmenting the TA team’s 
capabilities; meanwhile, only human domain experts could provide the 
contextual clues for producing a complete and accurate corpus of 
knowledge for the ML process. We also observed this awareness of 
mutual complementarities regarding biases. Although domain experts 
had already implemented controls for biases germane to selection pro-
cesses, the AI raised new sources of partiality (e.g., they realized that 
extraversion was systematically taking precedence over IQ in their de-
cisions). These discoveries forged the conviction that they needed one 
another to compensate for their own weaknesses, set a basis for mutual 
respect, and reinforced both agents’ willingness to collaborate. While 
both the TA manager and the team members realized the challenges 
involved in getting acquainted to communicate with AI developers − so 
different conversational partners- the benefits involved in augmenting 
the capabilities of the department and grasp the opportunities stated 
above motivated the team to embark enthusiastically in the project. 

As collective interaction evolved, the most relevant form of inter-
action to achieve interoperability was to manage data requirements for 
ML. When instructed by the developers, the domain experts soon real-
ized that their available data fell short of the requirements for successful 
ML to meet their objectives. Furthermore, the AI required the translation 
of much of their expertise into formal knowledge to produce a valid 
outcome (e.g., how to operationalize what they considered a star new 
hiring for ML purposes). Facing these challenging requirements, the TA 
manager negotiated a revised objective for the project with the de-
velopers. This implied sacrificing the original outreach of the algorithm, 
forcing a narrowing down of the scope of the application from “predict 
the probability of a candidate being a star hire” to “predict the proba-
bility of a candidate being considered valid” (thus leaving aside the 
definition and nuances of what a “star” candidate meant). With this 
revised manager’s objective, the algorithm could utilize a more com-
plete database comprising all valid applicants. This would also permit 
adjusting the domain experts’ interaction time for specific check points 
and questions. Additionally, with future developments in view, the 
manager decided to seize the right moment for improving the data 
systems for the department and, on the occasion of the project and with 
a view to the future, acquire a new ATS that could collect more and 
richer variables about applications for the purposes of a richer ML 
process. 

Our analysis also revealed that anticipating organizational constraints 
on the integration of AI into the organization was indispensable for 
successfully constructing interoperability, since it would minimize the 
challenges imposed by the nature of the project. The first adaptation 
involved the above-mentioned data requirements. Developers deman-
ded more domain experts’ engagement to enrich the ML process. How-
ever, that option exposed the department’s daily operations to risk, and 
the TA team knew that delays in the pace of new hires’ sourcing would 
severely affect bank branches’ sales. The TA manager’s revision of the 
project objectives allowed the intensity of the domain experts’ partici-
pation to be minimized. 

Given business pressures, another priority for the TA manager was to 
fully incorporate the algorithm in the department’s day-to-day work as 
one more member in charge of transparently providing agility to the 
screening process, which was one of the golden opportunities he had 
visualized from the beginning of the project. This implied involving 
other stakeholders in the bank. In particular, the role of IT was going to 

Table 2 
Classification of problem-solving actions according to their contribution to the creation of human-AI teaming as a dynamic capability.  

Objective Productive dialogue issues Sensing Seizing Reconfiguring 

Negotiating 
Interoperability 

− Realizing 
complementarities 
− Managing data 
requirements- Anticipating 
oganizational constraints 

− Visualize the opportunity to learn 
from interdisciplinar alliances for the 
purposes of innovation. 
− Adopt an exploration attitude for the 
project. 
− Comprehend the value AI may 
provide for the department..- Grasp 
the benefits of data quantity and 
quality. 

− Negotiate reciprocalities 
− Sign condition based on time 
limitations of TA team- Change data 
collection strategy to enrich decision- 
making of the TA team through quality 
machine learning. 

− Narrow down the scope of the 
algorithm. 
− Enrich data collection process with 
psychometric tests. 
− Implement new ATS.- Involve IT and 
legal departments for algorithm 
integration in the bank’s systems. 

Building Trust − Maximizing perceived 
value- Boosting 
transparency 

− Benefits of minimizing biases 
− Leverage on project to keep updated 
on new TA-related technologies.- 
Make the team aware of the 
transformation potential of AI-based 
technology. 

− Visualize the project as a long-term 
strategy to augment the TA team’s 
capabilities. 
− Explicitising knowledge to challenge 
experts’ intuition.- Decision-making 
refinement through data-based 
reasoning. 

− TA team transforms into data-driven 
decision-makers.- Two TA members 
permanently committed to exploring 
new technologies, and all team 
committed to assess them. 

Producing mutual 
knowledge 

− Specializing resources 
− Socializing knowledge 
explicitation- Fostering 
data-driven reasoning 

− Opennes of mind to AI might 
eventually increase efficiency in 
selection. 

− Job enrichment for TA members 
motivated by technology. 
− Challenge TA team’s intuition by 
making biases explicit. 
− Build on obvious drawbacks of 
current process (e.g., talented late 
applicants).- Use database of TA team’s 
6,000 already selected candidates to 
train 

− Assign team based on intrinsic interest 
in AI-based projects 
− Ask the developers to increase 
transparency when reporting results.- 
Regularly show efficiency of the AI to 
increase confidence and usability.  
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be critical, as it had to plug the algorithm into the corporate platforms 
and manage the implementation of the new ATS. Meanwhile, legal 
services had to join the project because guaranteeing compliance with 
the current data-protection regulations was particularly important when 
managing information from external applicants. The TA manager was 
then forced to divert resources to accommodate these corporate actors’ 
requirements, which created coordination tensions and re-negotiations 
throughout the project’s duration. 

3.2. Building trust 

As the project unfolded, the TA manager became aware of more 
opportunities that could arise if his team engaged in a confiding rela-
tionship with AI and focused on the objective of building trust among 
the entire TA team, so that they would accept AI as a new de facto 
member. This implication of all the department, beyond the persons 
directly involved in the development team, meant that AI would 
participate as one more member, augmenting each and every of the 
selection processes they were managing, thus streamlining operations 
and optimizing performance for the whole team. 

Over the course of our data collection, we tested how departmental 
members showed different dispositions—depending on their back-
grounds, knowledge, and experience with technology—toward the role 
that AI should play in their daily work. We could observe how the team 
resisted delegating decisions to AI and tended to double-check the pre-
dictions of the algorithm in every process to ensure the quality of the 
outcomes, which represented a very relevant challenge to the full inte-
gration of the AI in the department. Our conversations with the TA team 
revealed two main sources of reluctancy that had to be fought off. One 
involved the nature of the hiring activity. For the team, it was a matter of 
professional responsibility; as one of them stated, “We’re talking about 
people here; we cannot leave good profiles by the wayside.” Relatedly, 
the view that AI could never perform at the level of a human was deeply 
rooted in the culture of the department. AI could not deal with 
contextual cues that were crucial when making hiring decisions. These 
beliefs left AI at the level of “an intern that saves us of the tedious tasks,” 
which was far from the consideration of the technology as an equal that 
was required for successful teaming. 

Confronted with this situation, the TA manager realized that to 
consolidate the view of AI as a trustworthy partner, it would first be 
critical for them to visualize the “what’s in it for me” of the technology, 
that is, maximize the perceived value that the algorithm could contribute 
to their work. Thus, he organized sessions for the team to be informed by 
the developers about the predictive capacity of the algorithm, until it 
resulted in a 50 percent gain in efficiency (Fig. 2); they discussed how, 
by using it, they would have to process 15 applications per valid 
candidate, compared to the average of 30 they used to have to go 

through, thus creating immediate salience of the personal benefits for 
team members in their daily work. Moreover, he negotiated with the 
developers the sending of a regular communication via mail to show the 
growing levels of accuracy of the algorithm in the context of each se-
lection process (Fig. 3), so that they could check the actual benefits in 
terms of time and effort savings in real-time. 

Interactions aiming at boosting transparency also proved critical at the 
relational level to create trust. In light of the success of the above ac-
tions, the TA manager demanded maximum visibility of the prediction 
power of the AI in real-time, so that the team could maintain control 
whenever they considered it necessary. This meant adding a column to 
the ATS screen view showing the algorithm’s estimated probability of 
each candidate being considered valid. This upgrade in transparency 
allowed the TA team to better understand the AI’s decisions and to make 
the most of the chance to tweak them to improve decisions or processes, 
for example reorganizing the order of the interviews when candidates 
received the same or very similar matching scores. With this augmented 
interaction, the reliability of the AI was made salient, fostering its 
integration into the ongoing selection processes. Consequently, the team 
progressively felt the added value of the algorithm as a “friendly spar-
ring” that allowed them to question their decisions and bring to light 
biases that, once corrected, offered a set of opportunities to improve 
their professional practice. 

3.3. Collaborating as production of mutual knowledge 

Among the recurring issues raised during our interviews with the TA 
manager was how to optimize learnings from the experience for the 
team, which for him was the only way to consolidate a human-AI 
teaming routine in the department. Despite the organizational limita-
tions in terms of time and effort and the team’s high workload, who dealt 
with several massive selection processes in parallel, the TA manager 
knew that collective learning was critical to make the most of the in-
vestments in the technology and, thinking about his initial goals, seize 
the opportunity to augment the capacities of the department through AI. 
The initial exploration of AI solutions in the market had revealed that 
the algorithm belonged to the so-called “narrow-AI” type, that is, an ML 
application specialized in one very specific task. This meant that its 
active life was limited to the bank’s need for a particular type of sales-
person profile, and that consolidating human-AI teaming in the 
department would imply managing cycles of algorithm developments 
according to the bank’s hiring needs. Thus, the TA manager decided to 
specialize two of the team’s domain experts, setting learning objectives for 

Fig. 2. Learning uplift curve for the Santander bank algorithm.  
Fig. 3. Biweekly report produced by the developer for the final users of 
the algorithm. 
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them to become proficient in managing this type of projects. Although 
not assigned on a full-time basis, these persons would lead AI-based 
projects to meet the department’s needs, thus leveraging the learnings 
acquired in the project by turning them into reinforcing arguments for 
the benefits of AI for the team and using them as a source of new projects 
for further integrating the technology into the department. 

While specialization of resources was important, capitalizing on 
learning also required an expansion of the entire team’s capabilities. 
Therefore, the team established follow-up meetings in which they so-
cialized their experiences of training and using the algorithm with the rest 
of the unit, showing its benefits in challenging their beliefs and bringing 
their tacit expertise to the level of explicit information. For instance, 
during one of the meetings, we could observe a discussion about what a 
valid candidate was (e.g., what about candidates that rejected the po-
sition but who manifested interest in non-sales positions, or what about 
those who completely turned down the offer? Should they still be 
regarded as valid?). These issues had not previously been considered 
because they were irrelevant for their practice; however, raising them 
translated into an expansion of the team’s collective savvy. Some of 
these meaningful conversations even ended up in changes in their rou-
tines (e.g., add a motivational test as a first step to double-check can-
didates’ interest in the position and optimize the ratio of acceptance for 
their hiring offers) to mitigate biases discovered through the socializ-
ation of the team’s tacit expertise. 

Another way to optimize the learnings emanating from teaming with 
AI was fostering a culture of data-driven reasoning. Among the first 
takeaways of the project was the relevance of data quantity and quality, 
fundamental to approaching ML. Envisioning the value of this learning 
for the team, the TA manager asked the developers to report regularly on 
the most important variables the algorithm used for assessing the 
matching of candidates, as well as any other finding emanating from 
their data analysis. This supported the team’s training in appreciating 
the value of introducing data-based evidence in their decisions and 
becoming aware of the relevance of collecting quality data not only for 
AI development but also for augmenting their own daily work. 

4. A framework for exploring the role of human-AI teaming 

Building on these findings, we propose a framework explaining how 
the interactions between humans and AI should take place at the meso- 
level of DC development to create value by allowing cycles of sensing, 
seizing, and transforming. The framework is shown in Fig. 4. It revolves 
around three categories of interactions between humans and AI, with 
distinct objectives: achieving interoperability, nurturing trust, and 
building mutual learning. In each of these interactions, the team 

engaged in productive dialogue, thus making possible the sensing, 
seizing, and reconfiguration cycles that enabled integrating AI in a 
manner that created organizational value. We also discuss managerial 
decisions which, although considered micro- rather than meso-level, 
constituted a drive towards team productive dialogue, and were regu-
larly integrated in collective dynamics. This aspect is consistent with the 
multi-level DC literature, which contends that the meso-level emerges 
when “individual employees involved in change events interact through 
social interactions conducive to productive dialogue, thereby mani-
festing a higher-level, collective phenomenon” (Salvato & Vassolo, 
2018, p.1733). 

4.1. Productive dialogue for achieving interoperability 

Our findings show that one of the categories of interaction at the 
meso-level of DC development aims at agreeing on the terms of inter-
operability between the agents. This means setting objectives, clarifying 
roles, negotiating responsibilities, and defining coordination mecha-
nisms for effective collaboration (Kozlowski, 2015). Research in the field 
of AI implementation has argued that the lack of clarity in these terms 
may impact performance and even threaten the viability of the teaming 
efforts (Johnson & Vera, 2019). We contend that productive dialogue to 
achieve interoperability should focus on three issues: realizing both 
agents’ complementarities, focusing on data requirements, and antici-
pating and managing organizational constraints. 

The literature on AI has repeatedly stated that the potential to 
augment human knowledge-based activities through AI resides in 
compensating their mutual strengths and weaknesses, which results in 
increased productivity (Saenz et al., 2020; Zhang et al., 2022). Along 
this line, productive dialogue among team members at the meso-level 
should start from mutual recognition and respect for one another’s 
uniqueness and the value of jointly creating and enacting proposals for 
change. In this sense, gaining awareness of each agent’s characteristics 
facilitated the sensing and seizing of opportunities for the value that AI 
might contribute to the hiring process. Productive dialogue within the 
team also led to setting the bases on which the agents’ capabilities, 
willingness, and availability defined the scope of the AI application, 
occasionally departing from the objectives that had originally been 
stated. Additionally, as discussed by the productive-dialogue literature 
(Keeling et al., 2021; Tsoukas, 2017), this quality interaction iterates 
over time, and partners progressively discovered unique characteristics 
in the others that opened new opportunities for interaction, seized 
through the agents’ engagement and leading, in some cases, to unique 
reconfigurations of resources in the unit. 

A second focus of productive dialogue concerns the complexities 

Fig. 4. Proposed framework for the development of human-AI teaming as a dynamic capability.  
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posed by data, a fundamental requirement for the training and suc-
cessful integration of AI (Vial et al., 2021; Werder et al., 2020). The 
availability of high-quality data is instrumental for effective AI (Aalto-
nen et al., 2021), and it has been stated that practitioners generally lack 
both quality data and sufficient time to render accurate AI-based out-
comes (Wang et al., 2020). Recent studies have moved past the belief 
that data are independent and objective, and they have emphasized the 
conditions that foster AI-domain expert interactions and the challenges 
involved therein (Van Den Broek et al., 2022). Through productive 
dialogue with AI developers, domain experts and managers may sense 
and seize the opportunities to reinforce the department’s data strategy 
through the transformation of their data-collection platforms. 

Finally, to consolidate interoperability, managers should anticipate 
and negotiate to adapt to the limitations imposed by the organization 
(Zhang et al., 2021). Even when decision regarding this matter may be 
considered managerial ones and therefore created at the micro-level, 
they trigger a whole set of meso-level interactions within team mem-
bers. Productive dialogue facilitates this process, as it “amplifies em-
ployees’ ability to anticipate what colleagues in other departments need 
to know or do, allowing them to more quickly diagnose and resolve 
problems” (Salvato & Vassolo, 2018). 

To capture these dialogic dynamics, we advance the following 
proposition: 

Proposition 1. The value generated out of AI is increased when productive 
dialogue develops interoperability by (i) aiming at understanding each other’s 
complementarities, (ii) considering data requirements as a priority, and (iii) 
anticipating organizational constraints. 

4.2. Productive dialogue for nurturing trust 

The second category of interactions to enable DCs at the meso-level 
aims at building trust, that is, convincing humans to rely on AI to ach-
ieve their goals under conditions of uncertainty (Okamura & Yamada, 
2020). AI provides value when it autonomously makes decisions; how-
ever, due to its lack of interpretability, humans are generally reluctant to 
accept it (Berente et al., 2021). In this case, building trust involves 
interacting with the AI as humans decide the extent to which they 
confidently cede control and allow the technology to operate autono-
mously (Hoff & Bashir, 2015). We propose that productive dialogue 
facilitates the growth of trust by focusing on two issues: highlighting the 
benefits of AI and maximizing its transparency for the human 
teammates. 

As the benefits of the AI became salient for the domain experts, the 
team tended to increase both the quantity and the intensity of their 
collective interactions to support their activities. This, in turn, smoothed 
the way for sensing and seizing new opportunities for improving pro-
cesses in the unit, contributing to the transformation of routines in the 
unit. Previous research has shown that users who appreciate the po-
tential benefits of an application tend to minimize the risk and feel more 
inclined to adopt it (Hu et al., 2022; Park et al., 2019). We extend this 
conversation by exemplifying how this perception of value in terms of 
“what’s it in for me” can be realized in the course of productive dialogue 
among employees and AI, leading to the willingness to adopt a tech-
nology that, to be valuable, should be deeply embedded in their work. 

Productive dialogue at the meso-level also cultivates trust by 
increasing transparency. This has been among the most studied topics in 
the field (Holmström & Hällgren, 2022; Shin & Park, 2019; Weber et al., 
2022). Algorithm aversion due to opaqueness has been a matter of ac-
ademic concern for every AI-based practice (Chowdhury, Joel-Edgar, 
et al., 2023; Vössing et al., 2022). Transparency grew when the 
human-AI team engaged in intensive interactions to understand, as 
much as possible, both the process and outcomes of the algorithm as it 
was integrated into the decision-making system of the unit, and became 
progressively involved in a candid interaction where the critical points 
that demanded more transparency were consistently raised. 

Based on these arguments, we propose the following: 

Proposition 2. The value generated out of AI is increased when productive 
dialogue builds trust by (i) making the benefits of the technology salient and 
(ii) incrementing transparency. 

4.3. Productive dialogue for mutual learning 

The third category of interactions that facilitate the creation of DC at 
the meso-level should make the most of the collaboration by producing 
mutual knowledge (Weiss & Spiel, 2022). The literature on meso-level 
DC creation states that employees’ knowledge should be amplified to 
foster and extend changes to the macro- or firm level (Salvato & Vassolo, 
2018). While learning is connatural to AI as it is the essence of its effi-
cient operation, humans must try to become proficient in working with 
AI to extract maximum value out of the collaboration with the tech-
nology. This involves identifying the difficulties in making explicit the 
contextual factors that determine human decisions, so that the tech-
nology can integrate them over its learning process, minimizing biases 
(Tambe et al., 2019). Our research points to three issues of productive 
dialogue to produce mutual learning: creating a base of specialized re-
sources in the unit, socializing new knowledge as it is created, and 
fostering a data-driven culture. 

Again, the manager’s individual decision to specialize resources 
(even on a part-time basis) for teaming with the developers formally 
reinforced closed collective interactions within the team. It also sup-
ported the maintenance of a long-term view of the benefits of the 
technology, thus intensifying the willingness to collaborate. Conse-
quently, as humans become more knowledgeable on interacting with AI, 
productive dialogue is reinforced, opening new opportunities for pro-
jects that are then propelled by the specialists to the rest of the unit. 

Productive dialogue for mutual human-AI learning should not only 
aim at correcting potential AI flaws but should also help improve the 
good judgement of both agents in decision-making. Quality interactions 
allow domain experts to leverage the learning opportunities through 
awareness of their unconscious biases and sharing reflections on alter-
native courses of action out of the inputs received from the AI’s out-
comes. This constitutes an indispensable source of opportunities to 
revise their routines and transform decision-making processes to fine-
tune the unit’s performance. Productive dialogue should also include 
actions to socialize these learnings to expand the group’s problem- 
solving abilities, thus reinforcing the meso-level of interactions, in turn 
augmenting the entire unit’s capabilities and strengthening the system 
of collaboration among employees, which is key to enabling change at 
the macro-level of DC creation (Chowdhury, Dey, et al., 2023; Salvato & 
Vassolo, 2018). 

Finally, the team’s productive dialogue should crystalize into a cul-
ture of data-driven reasoning to prevent humans from reverting to the 
earlier routines and consolidate the reconfiguration of resources cata-
lyzed by the changes created by the team. A data-driven culture is 
characterized by a system of values, beliefs, and assumptions that sup-
port firms’ competitive advantage by creating analytics, data manage-
ment, and governance capabilities (Chatterjee et al., 2021). By adopting 
such values and beliefs, the team motivated the reconfiguration of re-
sources and consolidated new routines in which AI was fully integrated 
into the department’s operations. 

Based on these arguments, we propose the following: 

Proposition 3. The value generated out of AI is increased when productive 
dialogue creates mutual knowledge by (i) specializing resources, (ii) fostering 
the socialization of learnings and (iii) nurturing a data-driven culture. 

5. Managerial implications 

The experience of the TA department of Santander Bank demon-
strates that the integration of AI applications in business settings de-
mands managers’ strategic vision as well as an explicit drive to 
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transform their organizations and create value through productive dia-
logue between organizational employees and the technology, which 
constitutes the basis of effective and sustainable human-AI teaming. A 
set of recommendations for managers in terms of “dos and don’ts” is 
shown in Table 3. 

First, our findings show that managers, first, should invest time in 
understanding what human-AI teaming involves, establishing the type 
and quantity of organizational resources and requirements before 
starting the development of an AI-based application. This previous 
exploration is critical to setting the basis for an effective interoperability 
between experts and developers, involving team dynamics as well as the 
assessment of the actual state of the database that will input ML and the 
additional resources that will be required (Weber et al., 2022). 

Second, to operate successfully, AI requires much more than “final 
users.” It requires professional wisdom from various angles to learn and 
correct itself through continuous improvement. Thus, people engage-
ment in a project is key, and managers should create a climate of 
transparency in which team members exchange their experiences and 
build trust in AI and its potential benefits. Along these lines, managers 
will have to leverage team members who are more prone to AI, as well as 
make visible the value that the department will derive from the AI 
outcome throughout the project and communicate how it will 
compensate for the effort invested. 

Finally, substantial benefits can be gained from implementing AI- 
based applications; however, business constraints can refrain man-
agers from capitalizing on them (Hasija & Esper, 2022). Therefore, 
managers should regularly critically examine the learnings that are 
being produced in the process through the outcome of the development. 
Such learnings should serve to train the AI application to the best of its 
capabilities and minimize automatic rational-judgement biases. Mean-
while, to make the most of the project, mutual learning through inter-
action with the AI should help revisit the team’s expertise—refining 
individual and group biases and augmenting decision-making—and 
improve the process and resource optimization within the department. 

6. Limitations and future research directions 

Our study was based on a single case. As Yin (2018) states, when 
using case studies, we can only generalize the theoretical propositions 
and not the results to the entire population. In this sense, although our 
findings can be context-specific, our framework and propositions offer 
insights to open new examinations on critical aspects that organizations 
must anticipate if they want to fully capitalize on the value of AI, which 
remains an understudied research field (Ångström et al., 2023b; 
Holmström & Hällgren, 2022; Weber et al., 2022). 

Furthermore, our case is based on a very specific type of AI, an ML 
classification algorithm, and research has already established differ-
ences in the engagement of humans with different AI applications—e.g., 
according to AI’s embodiment forms (Glikson & Woolley, 2020). How-
ever, concerning the form and quality of human-AI interactions, our 
study sets the basis for further research on how to team with other 
technological development fields such as robotics or generative AI. In 
this sense, future studies should build on this exploratory work to collect 
data from multiple source in search of patterns of productive in-
teractions between humans and AI that capture the maximum value 
from organizational investments in this technology. 

Adding to the former points, the present study proposes a framework 
and derives a set of principles for human-AI teaming in organizational 
contexts, from which we can infer future directions for research focused 
on three main streams related to AI. The first one is the analysis of the 
meso-level of DC development, an understudied field so far. Scholars 
should look into what is the most effective configuration of a human-AI 
hybrid team to engage in social action and cognition, and under which 
organizational contingencies these collective interactions are more 
effective to enable the transformation of routines and therefore the 
creation of new DCs for the organization. Process-based studies that 

Table 3 
Human-AI teaming: Recommendations for managers.   

Dos Don’ts 

Structural level: 
Interoperability 

Invest time in 
understanding what 
human-AI teaming 
involves, making sure 
about the type, quantity of 
organizational resources 
and requirements before 
starting the development 
of an AI-based application. 

Don’t see the development of 
an AI-based application as 
one more technological 
implementation − the nature 
of the project is completely 
distinct and should be 
approached in its own way. 

Be very clear and 
transparent about the 
rules of the game with all 
the team from the 
beginning to avoid false 
expectations. 

Don’t assume that AI 
applications can be acquired 
as off-the-shelf products. 
They require significant 
investments in resources for 
trainiing and integrating the 
technology. 

Anticipate potential 
additional stakeholders 
that will be needed along 
the project. 

Don’t take anything for 
granted as regards roles, 
tasks and responsibilities. 
Clarify with the team all the 
terms of development and 
integration work. 

Stay flexible to be able to 
manage contingencies 
which are normal when 
exploring new terrains.  

Relational level: 
Trust 

Engage every member of 
your team all along the 
process, by creating a 
psychologically safe 
environment as far as AI is 
concerned. 

Don’t separate the 
developers from the rest of 
the unit; create opportunities 
for them to socialize with the 
whole team so that they can 
appreciate the 
complementarities and 
benefits of the technology as 
well. 

Foster the creation of 
ambassadors of the 
technology that socialize 
the benefits and value of 
AI for the whole unit. 

Don’t presume that people 
will be more or less engaged 
with the technology. Trust is 
fragile and depends on 
multiple factors that cannot 
be controlled easily. Monitor 
the evolution of the project 
carefully to control for 
potential reluctancies. 

Manage the 
communication about the 
project in a way that 
makes as salient as 
possible the benefits of the 
use of AI for the daily 
activities of the team.  

Cognitive level: 
Mutual 
knowledge 
production 

Visualize the potential of 
human-AI teaming in 
terms of learnings, 
innovation and revision of 
the current processes, 
beyond the impact of the 
isolated technological 
delivery and in the context 
of a mid-term run. 

Don’t isolate the project 
from the rest of the 
department − AI should be 
seen from the outset of any 
implementation as a new 
member of the team 

Make the most of the 
implementation for 
opening new scopes of 
improvement in the unit. 

Don’t assume that the 
learnings are limited to a 
particular implementation. It 
is the general capability of 
the department to team with 
AI that matters. 

Use AI as a catalyst for 
change through its 
potential to challenge the 
ordinary routines of the 
team.   
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consider the time dimension and different levels simultaneously to 
monitor collective interactions are encouraged. Relatedly, the devel-
opment of measures of such meso-level interactions are also needed to 
structure research designs. 

Consistent with the literature, our propositions revolve around the 
assertion that interactions at the meso-level depend on the creation of 
productive dialogue among the members, and this constitutes another 
relevant human-AI teaming relevant research area. Further scholar work 
should look into the underlying mechanism of productive dialogue, 
what are its main drivers in the case of this particular partnership, and 
under which conditions the interaction of humans with AI render create 
more value for companies. 

Finally, we invite researchers to explore the three categories of in-
teractions that conform our framework, specifically discussing the dy-
namics of their interaction to facilitate the cycles of sensing, seizing and 
transforming that ultimately lead to DC development. Although studies 
have already examined different aspects of interoperability, trust and 
mutual learning in the interaction between human and AI-based agents, 
it is the combination of the three interacting over time that lead to the 
creation of a solid partnership between so distinct agents. We have 
inducted from our case study a set of factors that increase the creation of 
value within each category. Future research should aim to look into each 
of them in more detail and complement them insofar as they are key to 
make the most of opportunities, anticipate challenges and maximize the 
investments in AI that organizations are growingly making to augment 
their capabilities and increase their performance. 
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